
ROBUST’2000, 244 – 246 ©c JČMF 2001

ENTROPY OF FUZZY DYNAMICAL SYSTEMS

BELOSLAV RIEČAN

Abstract. Using fuzzy partitions instead of set partitions we have defined a
new invariant of dynamical systems. In this communication we discuss the
notion and show how it can be modified to be useful.
Rez�me: Izuqaets� dinamiqeska� invariantna� sistema kotora� is-

po	zuet \fazi" razladku na meste klassiqeskoi razladki mno�estv.

1. Fuzzy entropy

Entropy of dynamical systems has been introduced for distinguishing some non-
isomorphic dynamical systems. The notion is based on the notion of the entropy

−
∑

pi log pi

of a set partition. Here we shall consider fuzzy dynamical systems defined by the
following way.

Definition. Let (Ω,S, P ) be a probability space, F be the set of all S-measur-
able functions from Ω to [0,1]. Fuzzy dynamical system is the triple (F ,m,U), where
m : F → [0,1] is defined by the equality

m(f) =
∫
Ω

fdP

and U : F → F is a maping satisfying the following conditions:
(1) If f + g ≤ 1Ω, then U(f + g) = U(f) + U(g).
(2) U(1Ω) = 1Ω.
(3) m(U(f)) = m(f) for any f ∈ M .
(4) U(f · g) = U(f) · U(g) for any f, g ∈ F .

A fuzzy partition is a set A = {f1, ..., fn} ⊂ F such that
n∑

i=1

fi = 1Ω.

If A = {f1, ..., fn}, then U i(A) = {U i(f1), ..., U i(fn)}, where U0(f) = f ,
U i+1(f) = U = (U i(f)).

It is easy to see that U(A) is a partition for any partition A. As usual define the
entropy function ϕ : [0, 1] → [0, 1] by the formula

ϕ(x) = −x log x,

if x > 0,
ϕ(0) = 0.
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If A = {f1, ..., fn}, B = {g1, ..., gk} are two fuzzy partitions then we define

A ∨ B = {fi · gj ; i = 1, ..., n, j = 1, ..., k},

the entropy

H(A) =
n∑

n=1

ϕ(m(fi))

and the conditional entropy

H(A|B) =
n∑

i=1

k∑
j=1

m(gj)ϕ(
m(fi · gj)

m(gj)
),

where the summands with m(gj) = 0 are ommited.
The entropy of a fuzzy dynamical system has been defined by the following for-

mulas:

h(A,U) = limn→∞
1
n

H(
n−1∨
i=1

U i(A)).

Finally, if G ⊂ F and P is the family of all fuzzy partitions, then

hG(U) = sup{h(A,U);A ∈ P , A ⊂ G}.

The following generalization of the celebrated Kolmogorov - Sinaj theorem holds:
Theorem. Let C = {C1, ..., Cn} be a measurable set partition of Ω such that

the σ-algebra S is generated by the set
⋃∞

i=1 U i(C). Then for every fuzzy partition
A = {g1, ..., gk} there holds

h(A,U) ≤ h(C,U) +
∫
Ω

(
k∑

i=1

ϕ(gi))dP.

Of course, the definition has the following defect: If G contains all constant
functions, then hG(U) = ∞. This defect is eliminated by the following correction.

2. Hudetz entropy

If A = {f1, ..., fn} is a fuzzy partition, then we define its Hudetz entropy

H�(A) =
k∑

i=1

ϕ(m(fi)) − m(
k∑

i=1

ϕ(f =i)),

h�(U) = limn→∞
1
n

H�(
n−=1∨
i=0

U i(A)),

and for any G ⊂ F we define

h�
G(U) = sup{h�(A,U);A ⊂ G,A ∈ Q}

where Q is the set of all fuzzy partitions. Then the following theorem holds:
Theorem. Let (Ω,S, P, T ) be a dynamical system, F be the set of all functions

f : Ω → [0, 1] measurable with respect to S, U : F → F , U(f) = f ◦ T . Let
C ⊂ G ⊂ F . Then

h�
G(U) = h�(C,U) = h(C,U).
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