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L, - PROCEDURES FOR CHANGE POINT
PROBLEM

Tom4s VISEK!

University of Economics, Prague

Abstrakt. Cilem ¢ldnku je studium Li-postupu (testi a odhadu bodu
zmény) pro model zmény polohy rozdéleni posloupnosti nezdvislych ndhod-
nych veli¢in. Uvazujeme model

Yi=n+te, i=1,...,m,

Yi=p+ 0n + e, i=m+1,...,n,
kde 1 < m < n je nezndmy bod zmény, u a pu + d, jsou nezndmé parametry
pfed a po zméné. Za predpokladu normality rozdéleni chyb, muzeme odvodit
test zalozeny na metododé maximélni vérohodnosti. Na tento ptristup muze-
me pohlizet jako na Lo metodu. Zaménou La-vzdélenosti za L ziskame
nékolik Li-testu a odhada bodu zmény. Jejich rozdéleni je odvozeno.
Peziome. Crarbs NpUHOCUT GOPMYIUPOOKY L1-MeTona (TECT U OLEHKY
TOUKM M3MEHEHUs) [JIs IapaMeTPa CABUIa IOCJIENOBATEILHOCTH HE3a-

BHCHMUX CJIyJalHBIX IepeMeHHbIX (npobaema pasinanku). Bynem pacc-
MaTpPUBATH MOJEJb

Y = pt e, i=1,...,m,
Y = pt dn + e, i=m+1,...,n,

rae 1 < m < n HEM3BECTHAsI TOUKA U3MEHEHUs, [ U [ + 0p HEM3BECTHLIE
napaMeTpu Nepej U IOCJe M3MEHEHUs. KCaM MBI IIPEeAnoJIOsKNUM HOP-
MaJIbHOE PachpeeeHre OMMOOK, IOTOM MOYKHO HAMTU TECT IJIs U3Me-
HeHI/IH, KOTOpBII.;I OCHOBAH Ha M&I{CI/IMyMe BepOHTHOCTHOFO OTHOIIEHUS.
DTOT METOJ MOKHO YUUTHIBATH Kak Lo. Vamenenvem Lo-HOpMU Ha L
MOSKHO MOJIYUUTH HECKOJIBKO L1-T€CTOB U OIEHOK TOUKU M3MEHEHUS.
Vx pacnpenesieHME TOXKE B CTATBHE IOJIYyUEHO.

1. MAIN RESULTS

The paper deals with Lj-procedures for detection of a change in location
models. We follow up the paper of Huskovd [2], who proposed procedures
for testing the constancy of regression relationship over time. The main aim
of this paper is to deal with these tests for the special case of location model
and to simplify the assumptions in this easier case. We consider the following
model:

(1) Y;:M+€i5 Z-:13"'77n7

E:M—i_(sn'i_ei? i:m+17"',n7
where 1 < m < n is an unknown change point, p and p + J,, are unknown
parameters before and after change and §,, # 0. Further, ¢; , Vi=1,...,n

are independent random variables with common distribution function F' such
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that, F'(0) = % We want to test whether there is a change in the parameter
of the distribution function of Y;. Namely,

Hy:m=mn against H;p:m<n.

Procedures for regression case are obtained in [2] by substitution of L,
norm instead of Lo one. Different Li-type estimators of the change point m
are introduced and studied in [1]. We use notation:

le(l‘):|.’L‘| , TER,

-1, z <0,
Y, (z) = 0, x=0,
1, z>0.
The Lj-estimator of parameter p based on Y7, ...,Y} is defined as
k
Mk,Ly = argmanpL (Yi — p).
i=1
It can be easily checked, that p 1, is median of observations Y7,...,Y%.
Equivalently, we denote p, ; median of Yi41,...,Y,. Now we can simplify

test statistics introduced in [2] and obtain the following ones:

1<k<n

ZIY pe,Ly| — Z Y — ukL1>}

1=k+1

(2) 751%1: max {Qf L(1/2)) (Z'Y fin.1,| —

k(n—k)

(3) 1), = max {4f2( (1/2)) (uk,Ll—u;;,Ll)Q}

4) Tr(le = max

n k 2
1<k<n m (; le(Y; - ,un,Ll)> s

where f(F’1 (3)) is an estimator of f (F~'(3)), F~! and f denote the
quantile function and the density.
Next, we introduce some modifications. Namely, we define the weighted

type test statistic:

(Zi’c:l ,(/)Ll (}/l - N7L,L1))2
(5) Tn.a(9) = e nq?(k/n)

)
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where
_ t(l—1t), te(a,az2),
(6) q(t) = { 0, otherwise
and 0 < a1 < ag < 1 are given, or
1
(7) q(t) = qy(t) = (t(1 —t))” and ~ € (0, 5) is given.

Next, we have statistics based on moving sum of residuals (MOSUM):

k
1
8 T, (G) = — Yi — finz,
( ) n,L1( ) Grilgi{n{\/a i:k_ZG_i_lel( Hn,L ) }
and
1 k+G
9 T (G) = — Y — i 1,
( ) n,Ll( ) G<Il?<a7)L(—G{m i§1¢L1( Mn,L )

k
Z le(Y; 7“”11)

i=k—G+1

And finally, we consider Bayesian type of statistic

Zle Y Hon, Ll)

)

(10) B = f Z

where v(k/n) represent priors. All these statistics are easy to compute and

interpret. Particulary statistics Tr(le T, (9), Ty 1 (G) and TP are based

on difference of number of observations over and under the Whole sample
median , concerning observations Y71, ..., Y (respectively Yi_g41,. .., Yy for

T, 1,(G)). The exact distributions of the above statistics under the null

hypothesis are hard to derive. Therefore we usually use some approximations.

We simplify the assumptions of theorems in [2] for the case of location
model.

Assumptions:

T(i) Random variables Y7, ...,Y, follow the model (1) with n = m and F
has median 0 and Lipsichtz of order 77 € (0, 1] and strictly positive den-
sity f at the median.

T(ii) f(0) be an estimator of f(0) such that, as n — oo,

F(0) = £(0) = op((loglogn) ~/?).

Now we formulate following theorem:



228 Tomas VISEK
Theorem 1. Let assumption T(i) be satisfied then
(11) lim P( (logn)(T,, (3) ) )< t+b(logn)) =

= exp{erxp{ft}} ,teR,

where
loglogy — logm

a(y) = v/ (2logy) , b(y) = 2logy + 5

If, moreover, T(ii) is satisfied then (11) remains true if T, L is replaced with
Tfll]%1 or Tff%l. Under T(i) also

(Tt (@) 2 sup {M}

0

where {B(t);t € (0,1)} is Brownian bmdge and q is a weight function defined
by (6) or (7) and v(t) = (q(t)\/t(1 —t))~L. If moreover, as n — oo,

G n?/3logn
— 0, ————=0
n G
then
. AN 1/2 n _
Jim P (a(log )(T; 1, (G)/? <t +bllog ) +log2)
=exp{—2exp{-t}} ,tER
and

Jim P (a(log )(T;, (G)/? < 14 bllog 5) +log3) =
=exp{—2exp{—t}} ,t€ER.

Proof: All the assertions are special case of Theorems 2.1., 2.2. and 2.3. in
[2]. We only need to verify the assumptions (ii), (iii) and (iv) in cited paper.

It is easy, because matrix C; = [, VI, we have hm C[nﬂ = hm @ =1,
that is C' = 1. Further ,1€Ck —C =0 and - C’* cC=0 and the only
regressor x; = 1, Vi, that is ¢ Zle |l:]]® + =L Zi:kﬂ [|z:]]® = 2. 0

So now we have derived some tests for the presence of change in model (1).
But if we reject null hypothesis we would like to know the time of change
too. That is some estimators of m. Here are some suggestions that arise
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directly from the test statistics.

n k
(12) m{), = arg max { (Z Y~ pinzy| = Vi — et |

1<k<n

=1 i=1
-3 mesial) |
i=k+1
() k(n—k) . 22
13 = P —
(13) mi?), arglglggn{ — (mery = #iz,) ¢ s

2

k
n
(14) mfi)Ll = arg max m ( E '(/)Llo/i - ,un,Ll)> )
i=1

1<k<n

2
(Zle 1/’L1(Yz' - Mn,LJ)
(15) M, 1, (q) = arg max

1<k<n ng?(k/n) ’
and
1 k+G
16 = (G) = —— Yi — pn
(16)  my, (G) argG<glg§_G{m i:;lwu( fin,Ly)

k
- > n(Yi— )

i=k—G+1

} |

Now the distributions of these estimators under the alternative are of interest.

Similarly, as for the statistics itself the exact distribution is hard to obtain.

So we are interested in asymptotic behaviour.

First we need some assumptions on the alternatives:

M(i) Random variables Y; follow the model 1 and F' has median 0 and con-

tinuos and strictly positive density f at the median.

M(ii) There exists n € (0,1) such that m = [nn].

M(ZZZ) 677,_)0 5 |6n| @
These assumptions correspond to local change alternative, when the chan-

ge d,, is small and decreases to zero.

— 0 ,as n — OQ.

3

n,Ly*

Theorem 2. Let assumptions M(i), M(ii) and M(iii) be satisfied. Then

First theorem concerns distribution of m, ,(¢,) and special case m

O 12 (0r) ) 2 min {5 € Riapa (0 - ) =

=W(z) = lzl9(2)}
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where 0 < v < % and

(I=y(1=n)—yn, t<0,
(I=y)n+y(1—=n), t>0

and
N Wl(ft), t<0,
W(t){ Walt), t>0.

with {W1(t),t > 0} and {Wa(t),t > 0} being independent Wiener processes.
Particularly, we have

2mas2i (3 D . . I Il
4f2(0)65, (m, 7, m)amm{zER,Iglezg({W(t) 2}W(z) 5 (-

Proof: Because £ 37" | |t (Y; — o1, ) >t <1 =0,(1) and B.1 - B.3 are
satisfied by M(i) - M(iii), we only need to verify assumption B.4 and B.5 in
[3] and we can use Theorem 32.3.1 of that paper.

Now because M\ (t,v) = [—t¢p,(z — t)dF(z —v) = 2F(t —v) — 1 and
Aosa(t,v) =1, VA > 0. So )\gl)(t,v) = % = 2f(t —v) and under M(i)
it is positive for ¢ in neighborhood of 0 and v = 0, A1(¢,v) continuous in
neighborhood of (0,0), A1(0,0) = 0, and )\gl)((),()) = 7% = —-2f(t —
v). We verified assumption C.1, C.2 and C.3 of Theorem 32.3.3 and so the
assumptions B.4 and B.5 with b = 2f(0) and ¢ = 1. a

Theorem 3. Let assumptions M(i), M(ii) and M(iii) be satisfied and, more-
over, as n — 0o,

n?/(2+8) Jogn

G — o0, e
and
VG
Vioglogn
Then
4F2(0)37 (myy, (G) —m) 2
min {z € R;maX{W(t) - ﬂ} =W(z) — ﬂ} :
teR V6 V6

where

o Wl(—t)7 t<0,
W(t)—{ Walt) . >0,

with {W1(t),t > 0} and {Wa(t),t > 0} being independent Wiener processes.

Proof: The same as in the preceding case. o
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